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Abstract—Feature films and computer games exhibit stun-
ning photorealistic computer imagery in motion. The chal-
lenges in computer graphics realism lie in acquiring phys-
ically accurate material appearance in a high spectral res-
olution and representing the appearance with perceptual
faithfulness. While many approaches for true spectral ren-
dering have been tried in computer graphics, they have not
been extensively explored due to the lack of reliable 3D
spectral data. Recently, a hyperspectral 3D acquisition system
and viewing software have been introduced to the graphics
community. In this paper, we review the latest acquisition
and visualization techniques for hyperspectral imaging in
graphics. We give an overview of the 3D imaging system
for capturing hyperspectral appearance on 3D objects and
the visualization software package to exploit such high-tech
digital data.

I. INTRODUCTION

Computer graphics has been developed in a spectrum
ranging from feature films in the entertainment industry
to scientific simulation in natural science and engineer-
ing. One of the important areas in graphics is to generate
realistic visual images on a computer. In order to achieve
high fidelity in computer graphics realism, it is essential
to acquire 3D objects with a physically accurate system
and to visualize them through a perceptually faithful
workflow. In this paper, we give an overview of an
advanced 3D imaging system to capture hyperspectral
3D material appearance with enhanced physical fidelity
and an integrated visualization software package that
enables inspecting hyperspectral measurement data with
faithful color fidelity.

II. RELATED WORK

This section surveys relevant techniques for high-fidelity
acquisition and representation in graphics.

Color Characterization. Many 2D imaging techniques
have been developed for measuring physically mean-
ingful radiance with a digital camera [1]–[5]. They
generally estimate a set of linear or non-linear trans-
formations from device-dependent camera signals to
device-independent coordinates of a color space such as
CIEXYZ or CIELAB [6]. This is often called radiometric

calibration or device characterization in cross-media re-
production. However, these calibration approaches allow
metameric measurement errors due to limited band-
width.

Imaging Spectroscopy. The spectral resolution of 2D
imaging devices has been extended further recently, al-
lowing us to capture spectral images with higher spatial
and spectral resolution. 2D imaging spectroscopy allows
us to measure such spectral properties as an image [7]–
[14] whereas a spectrometer only measures the spectral
power distribution of a single point of interest. Imag-
ing spectroscopy techniques have been broadly used in
many applications, such as military, biometrical imaging,
and remote sensing. The form of spectral measurements
is currently limited to 2D images.

Multispectral Rendering. Recently many approaches
for true spectral rendering have been tried in 3D com-
puter graphics to create physically accurate rendered
images [15], [16]. However, such graphics rendering
applications have rarely been exploited due to the lack of
reliable 3D acquisition data with high physical fidelity.
Therefore many scientific applications of spectral render-
ing in scientific studies have yet to be applied.
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Fig. 1: Schematic overview of hyperspectral imaging. (a) a
spectral range of wavelengths around the visible spectrum,
(b) an example of a hyperspectral image, (c) an example of a
measured spectrum



3D Imaging Spectroscopy. Kim et al. [17] bridge
the gap between 2D image spectroscopy and 3D
multispectral rendering by developing a scientific 3D
scanning system that captures 3D spectral data at
∼12 nm resolution in the range of 359 nm to 1,003 nm.
Kim et al. [18] also present an integrated software
package to allow the user to inspect high dimensional
spectral data visually and quantitatively. In this paper,
the technical detail of the acquisition system is reviewed
in Sec. III. The visualization software package is
reviewed in Sec. IV.

III. HYPERSPECTRAL 3D ACQUISITION SYSTEM

Hyperspectral imagers have been used for capturing
visible/invisible radiometric properties of objects as an
image. Figure 1 shows a general overview of hyperspec-
tral imaging. (a) presents a spectral range of wavelengths
around the visible spectrum. The left-hand-side of the
human visible spectrum indicates the invisible range
of ultraviolet energy, while the right-hand-side shows
invisible infrared wavelengths. (b) visualizes the typical
data structure of the spectral imaging data, where each
pixel value contains the spectral power distribution (c)
of the corresponding point in the image. Kim et al. [17]
proposed a 3D imaging system that acquires point-to-
point measurements of material appearance in a high
spatial and spectral resolution. This section reviews the
system briefly.

Spectral Imager. The 3D imaging system proposed by
Kim et al. [17] consists of a custom-built hyperspectral
imager, a triangulation-based laser scanner, a turntable
gear, and xenon/ultraviolet light sources. See Figure 2
for a system overview. The spectral imager couples a
coded aperture and a dispersive prism to solve the com-
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Fig. 2: Overview of the 3D imaging spectroscopy system [17].
The system includes a custom-built hyperspectral imager, a
laser scanner, a turntable, and xenon/ultraviolet light sources.

plex projection of spatial and spectral information. Solv-
ing the captured data in their imaging system is a typical
under-determined problem. The system solves this with
a sparsity-constrained optimization technique [19]. In
particular, their camera system employs the multiple
snapshots of the coded aperture and bandpass filters
in order to enhance the spatial and spectral resolution
simultaneously.
Parallelization. The imaging system can achieve four
megapixel resolution (2048×2048) with 53 channels
(from 359 nm to 1,003 nm in ∼12 nm intervals). The
designed system with the target spatial and spectral
resolution requires a significant amount of memory to
solve the sparsity-constrained optimization. The system
first breaks the target spectrum to be solved into three
bands with three bandpass filters and then parallelizes
the computations into strips as shown in Figure 3.

Strip #1 Strip #2 

… 

Strip #3 Completed 

Fig. 3: Computational parallelization of the system [17].

The 3D model reconstruction workflow in the system
is a two-part parallel process that includes geometric and
radiometric streams. Both data processing streams are
illustrated in Figure 4.
Geometric Process. The geometric process begins
with step (a) in Fig. 4, where a range scanner captures
a set of piecewise geometries—individual height-field
meshes of the surface. Outliers and line-of-sight error
are removed from the range images. Step (b) aligns the
piecewise geometries into a single global coordinate sys-
tem. Initial registration of the position and orientations is
determined by the turntable calibration. The alignment
is refined automatically using the iterative closest point
(ICP) method [20]. They reduce scanner line-of-sight
error using conformance smoothing [21]. In step (c) the
scans are integrated into a single mesh. The integration
is performed by the ball-pivoting algorithm [22] (com-
puting a triangle mesh from an interpolated point cloud)
and a volumetric merging technique [23] (computing a
voxel grid within the bounding box). In step (d) they
parameterize the integrated mesh for texture mapping.
The surface is parameterized with respect to a 2D coor-
dinate system, and texture coordinates are interpolated
between mesh vertices. They partition the triangle mesh
into height-field patches with a simple region-growing
heuristic. Then, for each patch, an orthogonal projection
in the direction that maximizes the projected patch area
defines a mapping between the geometry and corre-
sponding textures [24].
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Fig. 4: Parallel geometric and radiometric data processing
pipeline for reconstructing a hyperspectral 3D reflectance
model from piecewise scans and radiance maps in the sys-
tem [17].

Radiometry Process. The radiometric stream com-
mences with the acquisition of piecewise hyperspectral
radiance maps (step (e) in Fig. 4). In step (f), these radi-
ance maps are aligned to the corresponding geometry by
using the calibrated intrinsic and extrinsic parameters of
the imager [25]. Then illumination invariant maps are
computed as shadow maps, positive/negative normal
maps, and depth maps to estimate the surface reflectance
in step (g). In step (h), the final reflectance texture map
is reconstructed by mapping the illumination invariant
images onto the integrated, parameterized surfaces from
(d). A texture synthesis method [24] is performed to
complete the 3D hyperspectral data (i) of the target
object.

IV. HYPERSPECTRAL 3D IMAGING SOFTWARE

There are several open-source programs to deal with
various types of 3D data and enable various geometric
operations [26]–[28]. However, these software packages
are not configured to be extended to viewing hyperspec-
tral 2D and 3D image data. Currently a software package
introduced by Kim et al. [18] is a unique option that can
handle various types of image modality from medical
images to hyperspectral 3D models.
Hyperspectral Data Visualization. The main limitation
in using hyperspectral images is that spectral data is
highly dense and exceeds the human visual range. The
proposed software package [18] represents hyperspectral
data in two different stages. It first converts the high-
dimensional spectral information to human visible color
by projecting the original spectrum to trichromatic hu-
man vision using the CIE color matching functions [6].

However, as the spectral range of human vision is itself
a subset of the electromagnetic spectrum sensible to the
hyperspectral imager [17], the package provides an extra
widget that visualizes hyperspectral spectrum informa-
tion simultaneously with human-aware color rendering
of 2/3D objects. When the user clicks on a point of
interest, the widget shows the detail of the spectral
measurements on a point-by-point basis. See Figure 5
for the user interface.

Fig. 5: A screenshot of the integrated hyperspectral imag-
ing software, proposed by [18]. The top-right widgets are
for controlling rendering properties. The bottom-right widget
represents the hyperspectral reading at a pixel of interest.

V. CONCLUSION

We review computer graphics technologies developed
for acquiring and inspecting hyperspectral 3D imaging
data. While the reviewed system and software made
the acquisition and visual inspection of high resolution
spectral data possible, several challenges still remain.
Long acquisition and processing times could be
improved in the 3D imaging system [17]. Bidirectional
reflectance properties in such high spectral resolutions
could be explored as future work for both techniques.
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