Supplementary Material:
Demosaicing a Time-Varying Exposures Array for Single-Shot HDR Imaging

1. Experimental Details of Comparison

We compare our method’s results with three different methods (Suda et al. [5], Yan et al. [6] and Liu et al. [3]) in this paper. Since Suda et al. [5] release the pretrained model only without any training code, we cannot adapt their model to the evaluation dataset. For a fair comparison with the other two methods [6, 3], we adapt the existing methods to have the same inputs and outputs as our network while maintaining the original structure of the HDR deghosting method. To make these methods adapt to the problem domain, we also retrain the modified network from scratch using the same training set and hyperparameters as our model.

Both compared methods receive images of three exposure times as input and produce an HDR image result with the same resolution as the input image. The resulting image of our method has a four times larger resolution than an image of a single exposure time. And thus, after upscaling each exposure time image by two times, we feed three feature vectors into the original network. After executing the original network for inference, we generate an output by upscaling by two times again to make their results’ resolution match ours. Specifically, in the first upscale, we use Pixelshuffle [4] to extract upscaled shallow feature vectors and feed them as input to the network. We use the same upscale method in our network architecture. In the second upscale, we apply Pixelshuffle again to upscale the network just before the convolutional layer creates the final output image with the three channels. For the modified HDR deghosting network, we also concatenate image values normalized by the exposure time of each pixel without gamma correction to the subsampled images.

In Figure 1, we show the training and validation losses when training each modified network. Note that all three methods, including ours, are trained with the same number of iterations, approximately 100,000. We can observe that our network and both modified networks converge well.

2. Additional Results

In this document, we provide additional results of our method, compared with other methods (Suda et al. [5], Yan et al. [6] and Liu et al. [3]) for the test dataset, which consists of 40 HDR images obtained from the Stuttgart HDR image dataset [1]. All HDR images are tone-mapped adaptively by the $\mu$-law [2] as clear as possible for visualization. We show the ground-truth images and then present three compared methods and our results of the synthetic dataset for each scene. Also, we visualize three compared methods’ and our results of a real-world dataset captured with our camera setup.

![Figure 1. Visualization of training and validation losses of three different methods (Yan et al. [6], Liu et al. [3] and ours) over 100,000 iterations.](image)
Figure 2. Synthetic dataset comparison of our method with Suda et al. [5], Yan et al. [6] and Liu et al. [3]. Our model outperforms baseline methods in terms of image structure and motion blur. The performance difference is clearly visible, particularly in the area with strong motion blur.

Figure 3. Real-world dataset comparison with Suda et al. [5], Yan et al. [6] and Liu et al. [3]. Three test scenes are presented in this figure. Even in these extreme environments, our approach successfully minimizes motion blur artifacts.
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