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Abstract

Multiview shape-from-shading (SfS) has achieved high-detail geometry, but its computation is expensive for solving a multiview registration and an ill-posed inverse rendering problem. Therefore, it has been mainly used for offline methods. Volumetric fusion enables real-time scanning using a conventional RGB-D camera, but its geometry resolution has been limited by the grid resolution of the volumetric distance field and depth registration errors. In this paper, we propose a real-time scanning method that can acquire high-detail geometry by bridging volumetric fusion and multiview SfS in two steps. First, we propose the first real-time acquisition of photometric normals stored in texture space to achieve high-detail geometry. We also introduce geometry-aware texture mapping, which progressively refines geometric registration between the texture space and the volumetric distance field by means of normal texture, achieving real-time multiview SfS. We demonstrate our scanning of high-detail geometry using an RGB-D camera at ∼20 fps. Results verify that the geometry quality of our method is strongly competitive with that of offline multiview SfS methods.

1. Introduction

Shape-from-shading (SfS) has been commonly used to enhance geometric details in 3D scanning. When surface reflectance and illumination are known, SfS factorizes reflected irradiance of camera signals to photometric normals in the camera’s resolution [12]. When a high-resolution camera is used, the geometry quality can be improved significantly by combining base geometry and normals [21]. However, when reflectance and illumination are unavailable, SfS becomes a very ill-posed problem. Multiview SfS estimates distributions of illumination and albedo by leveraging multiview input [1, 10] and then obtains high-detail normals from shading. The geometry quality of these multiview SfS methods is significantly higher than that of real-time scanning methods using a conventional RGB-D camera. However, when a camera is unstructured and scenes are uncontrolled, multiview SfS becomes highly underdetermined; therefore, the ill-posed multiview SfS problem needs to be solved by expensive non-linear optimization with strong assumptions of scene and lighting conditions [29, 28] in addition to multiview registration.

Despite the strong benefits of multiview SfS to high-resolution geometry, it has been hardly achieved in real-time RGB-D scanning due to several challenges. First, multiview color and depth frames need to be registered by iterative closest point (ICP) [26] in general. However, perfect geometric registration by ICP is theoretically impossible with real systems due to noise in depth frames. It results in blurry reconstruction [18].

Second, to handle noise and inaccurate registration of depth information, the truncated signed distance function
(TSDF) [6] of depth maps has been accumulated in the canonical space. However, the TSDF-based algorithms introduce an inevitable tradeoff between spatial resolution of geometry and real-time performance [15, 22, 14, 11, 8]. A hashing technique was used to mitigate the tradeoff [23] by reducing memory footprint, but still, details of geometry often need to be compromised for performance.

To mitigate these challenges, we propose a real-time scanning method that can capture high-detail geometry by integrating two different techniques, volumetric fusion, and multiview SfS via geometry-aware texture mapping. First, we introduce the first real-time acquisition method of photometric normals, enabling us to capture the fine level of geometry stored in high-resolution texture space. Second, we propose geometry-aware texture mapping, which progressively refines geometric registration between the texture space and the canonical space of TSDFs so that we can solve multiview SfS with high accuracy.

We demonstrate that our method can acquire high-detail geometry, in addition to photometric normals and albedo textures in a high resolution at ~20 fps using a conventional RGB-D camera. In particular, the geometry quality of our method is strongly competitive with that of offline multiview SfS methods. All codes and demo will be published online to ensure reproducibility.

2. Related Work

Online 3D Representation. Real-time 3D scanning methods [15, 22, 14, 11, 8, 23] accumulate TSDFs of depth maps in the canonical space. Since the depth frame is available in real-time, the camera pose for each frame is estimated by ICP. The spatial resolution of the reconstructed geometry is still determined by the voxel grid resolution in existing real-time methods. While the voxel hashing data structure can improve memory efficiency [23], the geometry resolution still needs to be compromised for real-time performance.

Traditionally, appearance attributes have been stored in the volumetric voxel grid [7, 14, 23, 15]. The camera pose is estimated by the depth information and is used to backproject the captured color information to the voxel grid. However, color and depth frames are captured asynchronously. Hence, accumulated color information tends to be blurred in real-time methods. Also, like the geometry information, the color information has been commonly stored in the voxel grid, which causes the aforementioned tradeoff between resolution and performance even applied for texture information. Recently, a tile texture atlas on the volumetric distance field has been proposed to enhance color texture, ensuring the quality of the texture more detailed than the geometry [18]. Also, they find out the photometric correspondence and register the current input frame to the existing texture space. However, they decouple geometric registration from texture mapping, focusing on texture alignment only, resulting in misalignment between texture and geometry. Our method achieves high-accuracy registration between the baseline geometry and texture space by means of photometric normals stored in the texture space.

Online Geometry Enhancement. The quality of depth frames from conventional RGB-D cameras is lower than that of color frames in terms of spatial resolution and noise. Also, the noise level of depth frames is significantly higher than that of color frames. In order to mitigate the problem, a probabilistic uncertainty model of depth measurement was proposed for better alignment of the depth camera and improved fused geometry [4]. By leveraging high-quality RGB data, several shading-based geometric refinement techniques have also been proposed for real-time scanning by formulating an SfS problem in a single view to refine depth images [30, 24]. While these methods have improved the geometry quality clearly, the refined geometric information is still accumulated in the volumetric distance field, inheriting the tradeoff between resolution and performance. Also, the current real-time shading-based methods [30, 24] do not account for geometric misalignments of multiview frames when computing inverse rendering. To the best of our knowledge, we present the first real-time scanning method that can acquire photometric normals in real-time. It enables us to achieve high-quality geometry scanning by combining the baseline geometry and high-resolution normals.

Offline Geometry Enhancement. When surface reflectance and illumination are known, shape information can be decomposed from captured images. It is called shape-from-shading [12]. Leveraging multiview input, multiview SfS methods [25, 19, 29, 17, 16] have been proposed to enhance the detail of geometry. Multiview stereo is used to obtain the baseline geometry, which is refined later with shading cues via inverse rendering. However, as reflectance and illumination are unknown, they formulate inverse rendering problems with strong assumptions on scene and lighting conditions [29, 28] in addition to multiview registration. In order to solve nonlinear optimization, computational time increases significantly, even with a moderate resolution of geometry. These multiview SfS methods are thus inapplicable to real-time scanning. To mitigate the ill-posedness of the inverse rendering problem in uncontrolled scenes, multiview SfS has been applied to the multiscale voxel grid structure of TSDFs in offline scanning methods [32, 20]. However, they still require offline optimization of camera pose, per-voxel color, and geometry due to inaccurate depth information obtained from the RGB-D camera [32, 20]. In contrast, we reformulate multiview SfS by leveraging our geometry-aware texture mapping, which registers texture and normals from inverse rendering to the volumetric distance field with high accuracy.
3. Online Normal Fusion

Our real-time RGB-D scanning consists of three main steps: First, we estimate unknown illumination as spherical harmonics coefficients, allowing us to obtain photometric normals and diffuse albedos using SfS. Second, depths are integrated to the volumetric distance field. Third, photometric normals and albedos are warped via geometry-aware texture warping and blended in texture space. Figure 2 provides an overview.

![Diagram of reconstruction pipeline](image)

Figure 2: Overview of our reconstruction pipeline.

3.1. Online Inverse Rendering

3.1.1 Illumination Estimation

Under unknown illumination, we acquire color and depth streams as input using an RGB-D camera. Based on the diffuse surface assumption, we approximate unknown incident environment illumination using the first nine basis functions up to 2nd order spherical harmonics [11, 30]. Based on this simplification, the reflected irradiance $B$ can be formulated as a function of diffuse albedo $a$, surface normal $n$ at pixel $u = (i, j)$, and incident illumination:

$$B(u) = a(u) \sum_{k=0}^{8} l_k H_k(n(u)), \quad (1)$$

where $H_k$ are the spherical harmonics basis functions, and $l_k$ are the spherical harmonics coefficients of incident illumination.

We optimize the spherical harmonics coefficient set $L^t$ at frame $t$ by solving the following energy function: $E(L^t) = E_{\text{data}} + \lambda_{\text{temp}} E_{\text{temp}}$, where $E_{\text{data}}$ is the shading term, $E_{\text{temp}}$ is the temporal illumination regularizer term, and $\lambda_{\text{temp}}$ is its corresponding weight. Our shading term $E_{\text{data}}$ minimizes the difference between the rendered image of diffuse-reflected irradiance $B^t$ and the input color image $C^t$ at frame $t$ as follows:

$$E_{\text{data}} = \sum_{u \in U^t_c} \| Y(B^t(u)) - Y(C^t(u)) \|^2, \quad (2)$$

where $U^t_c$ is the set of valid pixels in the current color/depth frame, and $Y$ is a luminance function that converts color values to a luminance intensity value. Solving the spherical harmonics coefficients of illumination is an overdetermined problem, which is solved by least-squares. In addition, we assume that illumination is consistent over time. The temporal regularizer of illumination $E_{\text{temp}}$ is set to force the current light parameters similar to the previous estimated light parameters: $E_{\text{temp}} = \sum_{k=0}^{8} \| l^t_k - l^{t-1}_k \|^2.$

3.1.2 Normal and Albedo Estimation

Factorizing normal and albedo from reflected irradiance is an ill-posed nonlinear problem, which needs to be solved in an iterative optimization. To reduce complexity, we optimize scalar depth values, rather than normals, as the latter would require an additional conversion step that converts normals to depth values before integrating them to TSDFs [9, 30, 24]. Note that normals can be estimated from depth values by computing finite differences over neighboring pixels.

We minimize the following energy function to optimize two unknown variables: depth $\hat{D}$ and albedo $a$:

$$E(\hat{D}, a) = E_{\text{data}} + \lambda_{\text{reg}} E_{\text{reg}} + \lambda_{\text{sensor}} E_{\text{sensor}} + \lambda_{\text{temp}} E_{\text{temp}}, \quad (3)$$

where $E_{\text{data}}$ is the data term of shading, $E_{\text{reg}}$ is the spatial regularization term, $E_{\text{sensor}}$ is a depth constraint term, $\lambda_{\text{reg}}$ and $\lambda_{\text{sensor}}$ are corresponding weights for depth regularization/constraint terms, $E_{\text{temp}}$ and $E_{\text{sensor}}$ are spatial and temporal regularization terms of albedo, $\lambda_{\text{reg}}$ and $\lambda_{\text{temp}}$ are corresponding weights for albedo regularizers, respectively.

Our data term $E_{\text{data}}$ forces the reflected irradiance to be the same as color observation using Equation (1):

$$E_{\text{data}} = \sum_{u \in U^t_c} \| B^t(u) - C^t(u) \|^2. \quad (4)$$

As commonly observed in previous SfS methods [24, 30], it is challenging to differentiate the impact of shading and reflectance from observation of a single view shading. There is a potential risk that diffuse albedo could be imprinted to the optimized surface normals.

Therefore, we design two regularization terms to prevent texture copy artifacts on normals. $E_{\text{reg}}$ enforces depth values to be spatially regularized using Laplacian smoothness:

$$E_{\text{reg}} = \sum_{u \in U^t_c} \| \nabla^2 \hat{D}^t(u) \|^2, \quad (5)$$

where $\nabla^2$ is the Laplacian operator that enforces the current depth value similar to the average value of neighboring pixels’ depth values.

$E_{\text{sensor}}$ ensures that the optimized depth $\hat{D}^t$ does not deviate too much from the input depth image $D^t$: $E_{\text{sensor}} = \sum_{u \in U^t_c} \| \hat{D}^t(u) - D^t(u) \|^2$.

In contrast to the Laplacian smoothness term of depth, $E_{\text{temp}}$ imposes albedos to be similar to its neighboring pixels:

$$E_{\text{temp}} = \sum_{u \in U^t_c} \sum_{z \in N_u} \phi(|\Gamma^t(u) - \Gamma^t(z)|) \| a^t(u) - a^t(z) \|^2, \quad (6)$$

where $N_u$ is the set of neighbors of pixel $u$, $\Gamma^t(u) = \Gamma^t(u)/Y(C^t(u))$ is the chromacity at pixel $u$, and $\phi(q) = \ldots$
1/(1 + b||q||)^3 is the robust kernel function [32] with a pre-defined parameter b to avoid texture blurriness with chromaticity outliers. We set b = 5 for all results.

\[ E_{\text{temp}} = \sum_{u \in U_t \cap U_t^{t-1}} ||\hat{a}^t(u) - \hat{a}^{t-1}(u)||^2, \]

where \( U_t^{t-1} \) is the set of valid pixels in the previous frame canonical mesh rendered using the current camera pose.

### 3.1.3 Hierarchical Nonlinear Optimization

Estimating two unknowns, normals and albedos, from reflected irradiance is severely ill-posed like other SfS methods [30, 32]. In order to solve the nonlinear optimization problem of inverse rendering using a GPU-based Gauss-Newton optimization [27] that sequentially computes two sparse matrix-vector (SpMV) multiplication kernels [33], we formulate a total energy function that seeks optimal depths and albedos \( x = \{D, a\} \). Refer to mathematical details in the supplemental document.

Given input color/depth frame, three different unknowns: albedos, normals, and illumination, need to be estimated simultaneously; therefore, this inverse rendering problem is severely ill-posed. And thus, we solve this SfS problem via a two-step optimization of estimating (1) illumination and (2) normals and albedos, iteratively repeating from the coarsest to the finest level. To estimate illumination at the coarsest level of the first frame, the reflected irradiance \( D^t \) in Equation (1) is calculated with the initial surface normals obtained from the current depth map and the initial diffuse albedo, set to uniform albedos, which is the averaged albedo of the color frame (Section 3.1.1). To estimate albedos and normals in the level, the optimized illumination is used. From the subsequent finer level, the previous results of albedos and normals are used for illumination estimation. The refined illumination is used for finer optimization of albedos and normals. From the second frame, the previously optimized albedo results are used for initialization in the optimization of normals and albedos at the coarsest level. Others are processed in the same way as the first frame.

### 3.2. Online Normal Mapping

Our inverse rendering step decomposes input depth and color images at the current frame into four different attributes: refined depth, diffuse albedos, surface normals, and illumination. The refined depth values are integrated to the canonical space of TSDFs. The surface normals and diffuse albedos are stored as a normal map and an albedo tile texture map, respectively. These high-resolution texture maps are associated with the voxel grid of the signed distance field. Here, our fusion method inherits the data structure of the recent real-time texture scanning method [18]. As shown in Figure 3, albedos, normals, and geometry accumulated up to the previous frame \((t-1)\) are updated using the output from the inverse rendering step in three folds: (1) geometry update and texture transfer, (2) geometry-aware texture mapping, and (3) normals/albedos blending.

#### 3.2.1 Progressive Normals Transfer

Once we refine depth via coarse-to-fine inverse rendering, the depth values are integrated to the canonical space of TSDFs, updating geometry at the current frame. However, this geometry update breaks the relationship between the geometry in the canonical space and the associated texture maps as discussed in [18]. We, therefore, transfer the previous texture to the updated geometry by projecting the previous textures to the current one in normal orientations of the updated geometry by means of ray casting, following [18]. Different from the existing texture fusion method [18], our method needs to transfer not only albedos but also normal texture. Since normals are directional attributes, we must account for rotation when transferring normals.

Once we find the correspondence between the previous normals \( \mathbf{n}^{t-1} \) and the current ones \( \mathbf{n}^t \), we compute rotation matrices of normals \( R \) using Rodrigues’ rotation formula as follows:

\[ R = I + [\mathbf{v}] \times \left( 1 + \frac{1}{c} \right), \]

where \( [\mathbf{v}] \times \) is a skew symmetric matrix of \( \mathbf{v} \), \( c = \mathbf{n}^{t-1} \cdot \mathbf{n}^t \) is the cosine of the angle between two normal vectors, and \( s = ||\mathbf{v}|| \) is the sine of the angle between two normal vectors.

#### 3.2.2 Geometry-aware Texture Mapping

**Depth vs. Geometry.** In the standard fusion framework, we first need to estimate camera pose per frame using depth information via ICP. Depth frames are aligned with respect to the intermediate geometry in the canonical space. There is an inevitable camera pose error due to the imperfectness
of the progressively estimated geometry and noise in the depth map. It results in an inaccurate projection of input depth values in subsequent frames. This error has been mitigated using the truncated signed distance functions in the voxel grid. However, geometry results tend to be smoothed.

**Color vs. Geometry.** It is worth noting that unavoidable error of geometric registration causes the mismatch between color frames and intermediate geometry (even with the perfectly synchronized camera). When resolving the mismatch problem between color frames and intermediate geometry (accumulated from erroneous depth frames), there is no direct correspondence between appearance and geometry.

The matching problem has been tackled by offline optimization, exhaustively creating synthetic textures [2, 13], or is not even explicitly handled, potentially including mismatch errors between texture and geometry [18]. Enhancing 3D geometry using SfS requires ideal registration of the captured shading normals to the base geometry. The existing work [18] can align only a group of textures regardless of geometry due to lack of the constraint for image-to-geometry alignment. It suffers from wrong projection of textures.

In contrast, we additionally optimize geometric correspondence between normals in the texture space and geometry in the canonical space of TSDFs by formulating an energy optimization problem as follows:

\[
E(W^t) = \lambda_{NORMAL} E_{NORMAL} + \lambda_{WARP} E_{WARP},
\]

where \( W \) is a set of spatially-varying warp functions, \( E_{NORMAL} \) is a normal-based energy term, \( E_{WARP} \) is a color-based energy term, and \( \lambda_{NORMAL} \) and \( \lambda_{WARP} \) are corresponding weights, respectively.

In particular, our novel normal-based energy term \( E_{NORMAL} \) enforces the current texture normal map \( \hat{N} \) to the surface normals of the canonical geometry \( \tilde{N} \) through the local grid window \( \Omega \) based on the grid-based warping method [18]. This energy term suppresses the misalignment between two different normals:

\[
E_{NORMAL} = \sum_{z \in \Omega(u)} \omega(z) \left\| \hat{N}(\mathbf{W}(u)T\tilde{V}(z)) - \tilde{N}(z) \right\|^2,
\]

where \( z \) is a pixel within the local grid window \( \Omega(u) \), \( \tilde{V} \) is the 3D vertex map of the canonical geometry in the camera space, \( T \) is the extrinsic camera transformation, \( \pi \) is the camera projection matrix, \( \omega \) is a Gaussian weight \( \omega(z) = \exp\left(-|u - z|^2/\sigma^2\right) \) with a spatial parameter \( \sigma \) to control the regularity of the estimated camera motion, and \( \mathbf{W} \) is the unknown spatially-varying warping field in the matrix form at the grid node \( u \). We estimate the camera motions \( \mathbf{W} \) at each regular lattice grid \( u \) at each level and then interpolate them via the Gaussian weight \( \omega \) for every pixel. We empirically found that three levels are sufficient and that the width between grid points is set to 64 pixels. We optimize this energy term \( \mathbf{W} \) with weight decay. Note that normals from the canonical space \( \tilde{N} \) have less details of normals from SfS. To match the level of detail in optimization, we apply a low-pass filter to high-detail normals from SfS \( \hat{N} \).

For color texture, we include a color-based energy term \( E_{WARP} \) to enforce photometric consistency of the current color frame \( C \) to the rendering reflected irradiance image \( \hat{B} \) through the local window \( \Omega \) following [18]:

\[
E_{WARP} = \sum_{z \in \Omega(u)} \omega(z) \left\| Y(C(\pi(\mathbf{W}(u)T\tilde{V}(z)))) - Y(\hat{B}(z)) \right\|^2,
\]

where \( \hat{B} \) is the reflected irradiance image with the current camera motion by using the newly updated geometry with the transferred normal and albedo texture.

### 3.2.3 Normal/Albedo Blending

Once we know the spatially-varying warp function \( W^t \), we are ready to blend normals \( N^t \) with the transferred normals \( \hat{N}^t \) at the current frame \( t \) to the canonical texture space \( \tilde{N} \).

For each texel of a 3D point \( p \) in the canonical space of TSDFs, we evaluate the spatial resolution and registration certainty of each image pixel by computing blending weights following the current methods [18, 3] as follows:

\[
\tilde{N}^t(p) = \frac{\Psi(t-1)(p)\hat{N}^t(p) + \psi(p)\hat{u}(t)}{\Psi(t-1)(p) + \psi(p)},
\]

where \( \hat{u} \) is a pixel that corresponds to point \( p \) via the warping function \( \mathbf{W} \) at the current frame \( t \). In addition, weight \( \Psi \) is the accumulated weight for normal/albedo blending at the current frame: \( \Psi(t)(p) = \min(\Psi(t-1)(p) + \psi(p), \psi_{\max}) \), where \( \psi_{\max} \) is a predefined parameter that controls the upper bound of the blending weight, \( \psi(p) \) is the blending weight for a given camera pose. The current blending weight \( \psi(p) \) can be computed by accounting for the area size, the camera angle, and occlusion: \( \psi(p) = \psi_{\text{area}}(p) \cdot \psi_{\text{angle}}(p) \cdot \psi_{\text{occl}}(p) \), following the weight formulae defined in [18].

### 4. Results

**Implementation Details.** We implement our normal fusion method based on the ground of two real-time methods [23, 18]. It runs on a conventional desktop environment equipped with an Intel Core i9-10920X CPU of 3.5 GHz with 64 GB RAM, and an NVIDIA RTX TITAN graphic card. We acquire color and depth frames using a PrimeSense Carmine RGB-D camera of 640 × 480 resolution. We use a 4 mm voxel size of the voxel grid of TSDFs with 4 × 4 tile textures for most of our results. For the Fountain [31], Lion, Bricks, and Tomb scenes from Intrinsic3D [20] in our results, we use the image resolution of 640 × 480. When
input frames were severely degraded by motion blur, we discarded the input frames using a blurriness metric [5]. To produce our results, our hyperparameters were consistently set to: $\lambda_{\text{dtemp}}=200$ (except for Lion, $\lambda_{\text{dtemp}}=500$), $\lambda_{\text{dreg}}=100$, $\lambda_{\text{dtemp}}=100$ (except for Fountain, $\lambda_{\text{dtemp}}=50$), $\lambda_{\text{areg}}=0.1$, $\lambda_{\text{atemp}}=0.01$, $\lambda_{\text{nwarp}}=0.3$, and $\lambda_{\text{cwarp}}=1.0$.

**Qualitative Comparison.** We qualitatively evaluate the spatial resolution of scanned geometry by our algorithm, compared with two real-time fusion algorithms [23, 30] with synthetic and real scenes. For fairness of comparison of all three methods, we make the camera pixel resolution projected to the voxel grids with the same size. To this end, we employ a denser voxel resolution (1 mm voxel size) for both Niessner et al. [23] and Wu et al. [30] (our implementation) than that of ours (4 mm voxel size mapped with $4 \times 4$ texture tiles). Note that our voxel grid resolution is $4^3$ times lower than those of these compared methods in this experiment. For comparisons, we obtain high-resolution mesh model by combining our normal texture with the baseline geometry from the voxel grid using Nehab’s method [21]. Again, for fairness, we use subdivision surfaces two times to match our spatial resolution to other methods. Refer to the supplemental video for real-time demo and more results.

Figure 4 compares scanned results. The traditional fusion method [23] accumulates TSDFs to the hashed canonical space directly. Since there is no correction for both
Figure 5: Geometry results of our real-time scanning results are highly competitive to those of an offline SfS-based method [20].

Figure 6: We render two scanned objects using novel-light/view rendering. Compared with the existing texture fusion [18], our method presents improved texture appearance and better shading and shadow thanks to our geometry-aware texture mapping algorithm.

Figure 7: (a) Illumination (a.k.a. Grace) used for creating a synthetic dataset, shown in Figure 8. (b) GT illumination projected to 2nd-order spherical harmonics. (c) Our estimated illumination. Our method successfully estimates low-frequency illumination.

depth noise and ICP registration errors in the traditional method, the reconstructed results look blurred. The SfS-based fusion method [30] improves the geometry through the shading-based refinement of depth maps. However, the shading-based method’s results still appear blurry due to disagreement of inter-frame ICPs and misalignment between color and depth frames. Even though the corresponding output voxel sizes are the same, our method can achieve a higher level of details in captured geometry, thanks to the high-resolution normal information in the texture space.

We compare the quality of geometry with an existing offline SfS-based method [20]. As shown in Figure 5, our method can capture high-frequency details of geometry in terms of geometry and normals, and our results are strongly competitive with those of the state-of-the-art offline method. Moreover, our method takes only 58.5 ms for this frame, achieving real-time performance without compromising geometric quality.

We compare the accuracy of our texture mapping with the existing texture fusion method [18] (Figure 6). We rendered two scanned results using a novel light in a novel view. Thanks to our geometry-aware texture mapping that mitigates geometric misalignment between geometry and texture (Section 3.2.2), the accuracy of registered texture maps improves significantly than the state-of-the-art method. Our method can achieve the high-quality appearance of textured objects in terms of shading and shadow.

In addition, Figure 7 compares the estimated environment illumination profile against the ground-truth. The GT illumination profile is used for creating the synthetic dataset, shown in Figure 8.

Quantitative Comparison. In order to evaluate the accuracy of the reconstructed geometry, we built a synthetic RGB-D image dataset by rendering an object through a synthetic RGB-D camera model. We add spatial blur to the ground-truth depth rendering and also add Gaussian noise to the depth and color pixel signals. The standard deviations of depth and color images are set to 0.002 and 1, respectively. Also, to simulate asynchronous capture of color and depth frames in real RGB-D cameras, we apply random offsets to translation (0 – 3 mm) and rotation (0 – 0.1°) of the synthetic RGB-D camera. We make the projected pixel size be the same size by setting the voxel resolution of Wu et al. [30] is 2 times higher than that of ours. Figure 8 compares the Hausdorff distance errors of our scanned geometry against the ground-truth with that of the real-time SfS-based fusion method. Over convex- and concave-shaped surfaces, our method improves the geometric accuracy clearly. The average distance error of ours is 3.11 mm, which is smaller than that of the compared method (3.32 mm).

Performance Evaluation. Table 1 presents the computation times for our algorithms with different configura-
We have presented a real-time 3D scanning method that can capture high-detail geometry and albedo texture using a conventional RGB-D camera. Our main contributions are summarized as follows: First, our multiview SfS algorithm solves the inverse rendering problem in real-time, yielding photometric normals, diffuse albedos, and illumination, in addition to the baseline geometry in voxel grids. Second, our geometry-aware texture mapping registers the texture space to the canonical space of TSDFs with high accuracy, enabling geometric enhancement with high-detail normals and baseline geometry. The level of details of our method is strongly competitive with that of the existing offline SfS-based methods while our method can run in real-time on a conventional desktop computing environment.

5. Discussion

Our algorithm is not free from limitations. First, our algorithm proceeds under the assumption of Lambertian surfaces in a static illumination environment like other SfS methods. Thus, it is difficult to obtain accurate results when the illumination changes or objects are highly specular. Figure 11 shows that the accuracy of our inverse rendering method is degraded by specular reflection. Estimating SVBRDF in real-time will be an interesting future work.

6. Conclusion

We have presented a real-time 3D scanning method that can capture high-detail geometry and albedo texture using a conventional RGB-D camera. Our main contributions are summarized as follows: First, our multiview SfS algorithm solves the inverse rendering problem in real-time, yielding photometric normals, diffuse albedos, and illumination, in addition to the baseline geometry in voxel grids. Second, our geometry-aware texture mapping registers the texture space to the canonical space of TSDFs with high accuracy, enabling geometric enhancement with high-detail normals and baseline geometry. The level of details of our method is strongly competitive with that of the existing offline SfS-based methods while our method can run in real-time on a conventional desktop computing environment.
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